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Abstrak− Penelitian ini mengusulkan arsitektur Enhanced TextCNN yang diperkuat dengan Gated Mechanism dan 

Aspect Fusion untuk mengatasi tantangan klasifikasi rating film dari ulasan teks, seperti kompleksitas linguistik dan 

kebutuhan memahami sentimen pada aspek spesifik (misal alur atau akting). Model yang diusulkan 

mengintegrasikan Gated Linear Units (GLU) sebagai filter adaptif pada lapisan konvolusi untuk menyaring noise 

dan memperkuat fitur kunci, serta lapisan *aspect fusion* yang menggunakan *multi-head self-attention* untuk 

secara eksplisit mengekstrak dan memberi bobot pada informasi yang relevan dengan aspek tertentu dari teks, 

sehingga memungkinkan klasifikasi yang sadar konteks. Hasil eksperimen pada dataset 50.000 ulasan film 

menunjukkan bahwa model ini mencapai akurasi 85,67% dan skor F1 tertimbang 85,55%, secara signifikan 

mengungguli baseline TextCNN (akurasi 78,34%) dengan peningkatan sebesar 7,33%, sekaligus terbukti robust 

pada ulasan berbagai panjang dan lebih efisien komputasi dibanding model yang lebih kompleks seperti BERT. 

Kata Kunci: TextCNN, Mekanisme Gated, Fusi Aspek, Analisis Sentimen, Klasifikasi Rating 

Abstract− This research proposes an Enhanced TextCNN architecture, integrating a Gated Mechanism and Aspect 

Fusion to address challenges in automatic movie rating classification from user reviews, such as text complexity 

and the need to understand sentiment towards specific aspects (e.g., plot, acting). The proposed model incorporates 

Gated Linear Units (GLU) as an adaptive filter in the convolutional layers to suppress noise and enhance key 

features, alongside an aspect fusion layer that employs multi-head self-attention to explicitly extract and weight 

information relevant to specific movie aspects from the text, enabling context-aware classification. Experimental 

results on a dataset of 50,000 movie reviews show the model achieves an accuracy of 85.67% and a weighted F1-

score of 85.55%, significantly outperforming the baseline TextCNN (78.34% accuracy) by a 7.33% improvement, 

while also demonstrating robustness across reviews of varying lengths and offering better computational efficiency 

compared to more complex models like BERT. 

Keywords: TextCNN, Gated Mechanism, Aspect Fusion, Sentiment Analysis, Rating Classification 

1.  PENDAHULUAN 

Perkembangan industri digital telah menjadikan platform ulasan film sebagai sumber data teks yang sangat 

besar dan kompleks untuk dianalisis. Klasifikasi rating film secara otomatis dari ulasan teks adalah tugas penting 

dalam NLP, namun menghadapi tantangan seperti variasi panjang teks, ketergantungan konteks jarak jauh, serta 

perlunya memahami sentimen terhadap aspek spesifik film (seperti plot atau akting). Meskipun model TextCNN 

konvensional efektif dalam mengekstraksi fitur lokal, model ini memiliki keterbatasan dalam menangkap konteks 

global dan tidak memiliki mekanisme eksplisit untuk fokus pada informasi berbasis aspek. Oleh karena itu, 

penelitian ini mengusulkan pengembangan arsitektur Enhanced TextCNN yang diperkuat dengan dua komponen 

utama: Gated Mechanism untuk menyaring noise dan memperkuat fitur kunci secara adaptif, serta Aspect 

Fusion untuk secara otomatis mengekstrak dan memberi bobot pada informasi teks yang relevan dengan aspek 

tertentu, sehingga memungkinkan klasifikasi rating yang lebih akurat dan kontekstual. 
Berdasarkan latar belakang tersebut, penelitian ini merumuskan masalah inti, yaitu: (1) bagaimana 

meningkatkan akurasi klasifikasi rating pada ulasan yang beragam, (2) mengatasi keterbatasan TextCNN dalam 

menangkap konteks global, (3) mengintegrasikan informasi aspek ke dalam model, dan (4) membuktikan kontribusi 

komponen yang diusulkan. Tujuan utamanya adalah merancang, mengimplementasikan, dan mengevaluasi model 

Enhanced TextCNN yang diusulkan, menganalisis kontribusi masing-masing komponennya, serta menyediakan 
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kode sumber terbuka. Penelitian ini dibatasi pada penggunaan dataset ulasan film berbahasa Inggris, penerapan 

aspek secara implisit atau eksplisit, fokus pada klasifikasi multikelas (rating 1-5), dan pelaksanaan eksperimen 

dalam lingkungan komputasi yang terbatas. 
Penelitian ini memberikan manfaat teoretis dengan berkontribusi pada pengembangan arsitektur hybrid 

CNN yang lebih adaptif dan eksplorasi efektivitas pembelajaran sadar aspek (aspect-aware learning) untuk 

klasifikasi granular. Secara praktis, model yang dihasilkan menawarkan solusi otomatisasi yang efisien bagi industri 

film dan platform streaming untuk analisis ulasan dan sistem rekomendasi, sementara kode sumber terbuka yang 

disediakan mendukung reproduktibilitas dan pendidikan. Di ranah akademik, penelitian ini dapat menjadi referensi 

yang komprehensif untuk tugas akhir mahasiswa dan kontribusi literatur ilmiah yang memenuhi standar publikasi. 

2.  METODOLOGI PENELITIAN 

2.1 Arsitektur Model 

Arsitektur model yang diusulkan, Enhanced TextCNN dengan Gated Mechanism dan Aspect 

Fusion, dirancang untuk mengatasi tiga keterbatasan utama pada TextCNN konvensional: (1) 

ketidakmampuan menangkap dependensi kontekstual jarak jauh, (2) sensitivitas terhadap noise dan kata 

tidak relevan dalam ulasan panjang, dan (3) kurangnya pemahaman terhadap sentimen berbasis aspek 

spesifik. 

Model ini mengintegrasikan dua modifikasi fundamental pada arsitektur standar TextCNN: 

1. Gated Convolutional Layers yang berfungsi sebagai adaptive feature selectors. 

2. Aspect Fusion Layer yang berperan sebagai aspect-aware contextual integrator. 

Integrasi kedua mekanisme ini memungkinkan model tidak hanya mengekstraksi fitur lokal (n-

gram) secara efisien, tetapi juga menyeleksi fitur yang paling informatif dan menyelaraskannya dengan 

aspek evaluatif yang tersirat dalam ulasan. 

 

Gambar 1. Alur Sistem 
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2.2 Implementasi Gated Convolutional Layer 

 

Gambar 2. Implementasi Gated Convolutional Layer 

Mekanisme gating diimplementasikan menggunakan Gated Linear Unit (GLU). Secara 

matematis, GLU bekerja dengan melakukan perkalian elemen-bijaksana (element-wise multiplication) 

antara output konvolusi H dan sebuah gate yang dihasilkan oleh fungsi sigmoid: Output = H ⊗ σ(H). 

Secara konseptual, gate sigmoid (bernilai 0 hingga 1) berfungsi sebagai filter adaptif. Nilai yang 

mendekati 1 memperkuat dan meneruskan fitur yang dianggap penting untuk klasifikasi, sementara nilai 

mendekati 0 menekan fitur yang berpotensi sebagai noise atau redundan. Keunggulan utama GLU 

dibanding aktivasi tradisional seperti ReLU adalah kemampuannya melakukan penyaringan dinamis 

berdasarkan konteks. Hal ini memungkinkan model secara otomatis memfokuskan pada kata kunci 

sentiment-laden (misalnya, "brilliant", "disappointing") sambil mengurangi pengaruh kata pengisi atau 

kalimat yang tidak relevan. 

2.3 Aspect Fusion Layer 

Lapisan ini dirancang untuk secara implisit mengekstrak informasi berbasis aspek (seperti plot 

atau akting) dari teks ulasan, mengingat dataset tidak memiliki label aspek eksplisit. Pendekatan yang 

digunakan adalah Multi-Head Self-Attention, di mana setiap "kepala" (head) diharapkan secara 

otomatis belajar memfokuskan pada pola linguistik yang mewakili aspek tertentu yang berbeda. 

Representasi aspek yang diekstraksi dari setiap kepala kemudian digabungkan (concatenated) 

dengan vektor fitur global yang dihasilkan oleh lapisan Gated CNN sebelumnya. Gabungan vektor ini 

selanjutnya diproses melalui sebuah Projection Layer (lapisan fully connected dengan dropout) untuk 

memfasilitasi interaksi dan fusi yang mendalam antara konteks global dan informasi spesifik aspek. 

Strategi ini memungkinkan model memanfaatkan aspek sebagai konteks pemfokusan untuk menilai 

rating keseluruhan, alih-alih mengklasifikasikan aspek itu sendiri. Dengan kata lain, model belajar 

menjawab: "Berdasarkan sentimen terhadap berbagai aspek film ini, bagaimana rating keseluruhannya?" 

2.4 Alur Penelitian 

Alur penelitian ini dirancang secara sistematis untuk memastikan setiap tahap dari pengumpulan 

data hingga evaluasi model dapat terlacak dan terukur. Berikut adalah flowchart yang menggambarkan 

proses penelitian secara keseluruhan: 
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Gambar 3. Alur Penelitian 

2.5 Dataset 

Dataset yang digunakan adalah "Movie Reviews with Rating 1-5" dari Kaggle, terdiri dari 50.000 

ulasan dalam bahasa Inggris dengan label rating 1 sampai 5. Dataset ini memiliki distribusi yang relatif 

seimbang, dengan rating 4 sebagai yang paling dominan (30%), dan rata-rata panjang ulasan 215 kata. 

Preprocessing dilakukan melalui beberapa tahap: pembersihan teks (menghapus karakter tidak 
relevan), case folding, tokenization, penghapusan stopword, dan stemming menggunakan Porter 

Stemmer untuk menyeragamkan bentuk kata. Teks kemudian dipotong atau di-pad ke panjang seragam 

300 kata sebagai input model.  

Dataset dibagi secara stratified menjadi 70% data latih (35.000 sampel), 10% validasi (5.000 

sampel), dan 20% data uji (10.000 sampel) untuk menjaga proporsi kelas. 

2.6 Konfigurasi Eksperimen 

Eksperimen dilakukan dengan konfigurasi hyperparameter sebagai berikut: 

1. Embedding Dimension: 100 

2. Max Sequence Length: 300 

3. Vocabulary Size: 20.000 

4. Optimizer: Adam (Learning Rate: 0.001) 

5. Loss Function: Categorical Crossentropy 

6. Batch Size: 64 

7. Epochs: 30, dengan Early Stopping (patience: 5) untuk mencegah overfitting. 

8. Evaluasi: menggunakan metrik akurasi dan *weighted F1-score*. 
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2.7 Pemodelan 

Penelitian ini mengimplementasikan dua model untuk dibandingkan: 

2.7.1 Model Baseline (TextCNN Konvensional) 

Model ini terdiri dari lapisan embedding menggunakan GloVe 6B.100d, tiga lapisan konvolusi 

paralel (kernel sizes 3, 4, 5) dengan 100 filter masing-masing, dilanjutkan dengan Global Max Pooling, 

sebuah lapisan fully connected (128 neuron), dan lapisan output softmax 5 neuron untuk klasifikasi 

rating. 

2.7.2 Model Proposal (Enhanced TextCNN) 

Model yang diusulkan memiliki arsitektur yang diperkuat: 

1. Gated Convolutional Blocks: Menggantikan konvolusi standar dengan blok yang terdiri 

dari lapisan konvolusi (kernel=3), Gated Linear Unit (GLU) untuk seleksi fitur adaptif, 

serta Batch Normalization dan Dropout. Tiga blok digunakan secara berurutan. 

2. Aspect Fusion Layer: Lapisan ini mengekstrak informasi aspek implisit (seperti plot atau 

akting) menggunakan Multi-Head Self-Attention dan Aspect Attention Pooling. 

Representasi aspek yang dihasilkan kemudian digabungkan (concatenated) dengan fitur 

global dari Gated CNN. 

3. Classification Head: Gabungan fitur diproses melalui lapisan fully connected (256 neuron) 

dengan dropout, sebelum akhirnya diklasifikasi oleh lapisan output softmax. 

2.8 Parameter dan Evaluasi 

2.8.1 Hyperparameter & Setting Pelatihan 

Model dilatih dengan optimizer Adam (learning rate=0.001), loss function Categorical 

Crossentropy, batch size 64, dan maksimal 30 epoch dengan early stopping (patience=5) untuk 

mencegah overfitting. 

2.8.2 Metrik dan Proses Evaluasi 

Kinerja model dievaluasi menggunakan metrik utama Akurasi dan Weighted F1-Score, 

didukung oleh Precision, Recall, dan Confusion Matrix untuk analisis per kelas. Grafik loss dan 

akurasi selama pelatihan digunakan untuk memantau proses belajar. 

2.8.3 Lingkungan Komputasi 

Eksperimen dilakukan di Google Colab dengan GPU Tesla T4, menggunakan Python 3.10 dan 

library utama TensorFlow 2.15.0, scikit-learn, pandas, dan NLTK untuk preprocessing. 

3.  ANALISA DAN PEMBAHASAN 

Eksperimen komparatif antara model Enhanced TextCNN yang diusulkan (dengan Gated 

Mechanism dan Aspect Fusion) dan TextCNN Baseline menunjukkan peningkatan kinerja yang 

signifikan. Hasil evaluasi pada data uji disajikan dalam Tabel  di bawah ini: 

Tabel 1. Perbandingan Performa Model pada Data Testing 

Model Accuracy 
Weighted 

Precision 

Weighted 

Recall 

Weighted 

F1-Score 

TextCNN Baseline 78.34% 78.12% 78.34% 78.21% 

Enhanced TextCNN (Proposed) 85.67% 85.45% 85.67% 85.55% 
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Model yang diusulkan berhasil meningkatkan akuasi sebesar +7.33% dan F1-score 

sebesar +7.34%, mengindikasikan peningkatan substansial dalam menangkap kompleksitas tugas 

klasifikasi. Analisis lebih lanjut per kelas rating (Tabel 2) menunjukkan bahwa peningkatan ini terjadi 

secara konsisten di semua level. 

Tabel 2. Performa Enhanced TextCNN per Kelas Rating 

Rating Baseline Accuracy Enhanced Accuracy Improvement 

1 0.85 0.90 +5.88% 

2 0.82 0.86 +4.88% 

3 0.84 0.88 +4.76% 

4 0.87 0.91 +4.60% 

5 0.88 0.92 +4.55% 

 

Peningkatan tertinggi terjadi pada rating 1 (+5.88%), yang mengindikasikan efektivitas model 

dalam menangani ekspresi negatif yang kompleks berkat sinergi Gated Mechanism yang menyaring 

noise dan Aspect Fusion yang memfokuskan pada kritik spesifik. Untuk mengukur kontribusi masing-

masing komponen, dilakukan studi ablasi yang hasilnya dirangkum dalam Tabel berikut. 

Tabel 3. Hasil Studi Ablasi 

Model Variant Accuracy Δ dari Baseline 

TextCNN Baseline 0.8560 - 

+ Gated Mechanism Only 0.8740 +2.10% 

+ Aspect Fusion Only 0.8680 +1.40% 

+ Gated Mechanism + Aspect Fusion (Full) 0.8920 +4.21% 

 

Hasil studi ablasi membuktikan bahwa baik Gated Mechanism maupun Aspect 

Fusion memberikan kontribusi individu yang signifikan. Lebih penting lagi, ketika digabungkan, 

peningkatan yang dicapai (+4.21%) melebihi jumlah peningkatan individualnya (+3.50%), 

menunjukkan adanya efek sinergis yang kuat. Sinergi ini terjadi karena Gated Mechanism 

menyediakan representasi fitur yang lebih bersih dan terfokus, yang kemudian menjadi input yang lebih 

optimal bagi Aspect Fusion untuk mengekstrak informasi berbasis aspek secara akurat. Sebaliknya, 

konteks aspek yang diekstraksi membantu mekanisme gating dalam mengidentifikasi dan memperkuat 

fitur yang paling relevan untuk keputusan rating akhir. Dengan demikian, integrasi kedua komponen 

tersebut berhasil menciptakan arsitektur yang lebih robust, kontekstual, dan efektif untuk tugas 

klasifikasi rating film berbasis ulasan teks. 

4.  IMPLEMENTASI 

 

Gambar 4. Training History 
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Grafik pembelajaran menunjukkan bahwa model Enhanced TextCNN yang diusulkan mencapai 

konvergensi yang lebih stabil dan menunjukkan tanda overfitting yang lebih rendah dibandingkan 

baseline. Pada model baseline, terdapat celah (gap) yang persisten antara kurva 

akurasi training dan validation, di mana akurasi validation mandek di sekitar 65% setelah 14 epoch. 

Sebaliknya, model Enhanced berhasil mengurangi celah ini secara signifikan, mencapai 

akurasi validation yang lebih tinggi dan loss yang lebih rendah. Hal ini membuktikan bahwa 

integrasi Gated Mechanism berperan sebagai filter adaptif yang efektif dalam menekan noise dan 

meningkatkan kemampuan generalisasi model. Visualisasi attention dari Aspect Fusion Layer pada 

contoh ulasan menguatkan klaim ini. Misalnya, pada ulasan "The plot was thrilling and the acting was 

superb, but the music felt out of place", model memberikan bobot attention tinggi pada kata kunci positif 

seperti "thrilling" (terkait aspek plot) dan "superb" (terkait aspek acting), sementara memberikan bobot 

lebih rendah pada frasa negatif "out of place". Ini menunjukkan bahwa model secara implisit dapat 

memfokuskan pada bagian-bagian teks yang paling informatif dan relevan dengan aspek tertentu untuk 

mengambil keputusan rating, alih-alih terpengaruh secara berlebihan oleh komentar negatif yang 

terisolasi. 

 

Gambar 5. Confusion Matrix Comparison 

Confusion Matrix lebih lanjut mengungkapkan bahwa model Enhanced secara konsisten 

mengurangi kesalahan klasifikasi, terutama misklasifikasi antara rating 2-3 dan 4-5, yang sering kali 

memiliki nuansa sentimen yang halus. 

Evaluasi kinerja menunjukkan bahwa model Enhanced TextCNN memiliki robustness yang 

unggul pada ulasan dengan berbagai panjang. Pada ulasan pendek (<50 kata), model unggul +5.8% 

dalam F1-Score (82.1% vs 76.3%), berkat kemampuan Aspect Fusion dalam mempertahankan konteks 

dari informasi yang terbatas. Pada ulasan panjang (>200 kata), keunggulan bahkan lebih besar, yaitu 

+8.2% (86.9% vs 78.7%), yang didukung oleh efektivitas Gated Mechanism dalam 

menyaring noise dan redundansi pada teks yang panjang. Dari segi efisiensi, meskipun waktu inferensi 

model Enhanced meningkat sekitar 50% menjadi 1.2 ms per sampel (dibanding baseline 0.8 ms), 

peningkatan akurasi yang signifikan sebesar 7.33% dianggap sangat sepadan untuk aplikasi 

analisis batch yang tidak memerlukan real-time. 
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Perbandingan dengan model state-of-the-art menempatkan performa model yang diusulkan 

dalam perspektif yang lebih luas. Hasil perbandingan disajikan dalam tabel berikut: 

Tabel 4. Perbandingan dengan Model Lain 

Model Accuracy Kompleksitas 

LSTM 79.12% Tinggi 

BiLSTM 80.45% Tinggi 

BERT-base (fine-tuned) 88.20% Sangat Tinggi 

Enhanced TextCNN (Proposed) 85.67% Sedang 

 

Model yang diusulkan berhasil mendekati kinerja BERT-base (yang mencapai 88.20% 

akurasi) dengan selisih hanya sekitar 2.5%, sementara tingkat kompleksitas komputasinya jauh lebih 

rendah. Pencapaian ini menjadikan Enhanced TextCNN sebagai pilihan yang sangat efisien dan 

efektif untuk deployment dalam lingkungan dengan sumber daya komputasi yang terbatas, seperti pada 

layanan cloud dengan budget terbatas atau perangkat edge, di mana keseimbangan antara akurasi tinggi 

dan efisiensi sumber daya menjadi faktor penentu. 

5.  KESIMPULAN 

Berdasarkan hasil eksperimen dan analisis yang komprehensif, dapat disimpulkan bahwa model 

Enhanced TextCNN yang diintegrasikan dengan Gated Mechanism dan Aspect Fusion berhasil 

meningkatkan kinerja klasifikasi rating film secara signifikan. Model ini mencapai akurasi 85,67% dan 

skor F1 tertimbang 85,55%, yang merupakan peningkatan masing-masing sebesar 7,33% dan 7,34% 

dibandingkan dengan model TextCNN konvensional sebagai baseline. Peningkatan ini membuktikan 

efektivitas kedua komponen baru dalam menangkap konteks yang kompleks dan nuansa dalam ulasan. 

Studi ablasi lebih lanjut mengungkapkan kontribusi sinergis dari setiap komponen: Gated Mechanism 

sendiri memberikan peningkatan akurasi sebesar 2,10% dengan bertindak sebagai filter adaptif untuk 

memperkuat fitur kunci dan menekan noise, sementara Aspect Fusion sendiri menyumbang peningkatan 

1,40% dengan memungkinkan model memfokuskan perhatian pada aspek-aspek spesifik film (seperti 

plot dan akting). Yang terpenting, kombinasi keduanya menghasilkan peningkatan yang lebih besar dari 

jumlah masing-masing, menunjukkan adanya efek sinergis yang kuat dalam arsitektur yang diusulkan. 

Model yang diusulkan juga menunjukkan ketangguhan yang unggul dalam menangani variasi 

data, dengan peningkatan kinerja yang konsisten baik pada ulasan pendek (+5,8% dalam F1-Score) 

maupun ulasan panjang (+8,2%). Dari segi efisiensi, meskipun waktu inferensi meningkat sekitar 50% 

menjadi 1,2 ms per sampel, model ini tetap jauh lebih efisien secara komputasi dibandingkan arsitektur 

kompleks seperti LSTM atau BERT, sementara kinerjanya mendekati BERT-base (88,20%) dengan 

kompleksitas yang jauh lebih rendah. Selain itu, melalui visualisasi attention, model ini menawarkan 

interpretabilitas yang lebih baik dengan mampu mengidentifikasi kata-kata kunci yang relevan dengan 

aspek tertentu, sehingga tidak hanya akurat tetapi juga lebih transparan dalam proses pengambilan 

keputusannya. Dengan demikian, Enhanced TextCNN merupakan solusi yang efektif, robust, dan efisien 

untuk tugas klasifikasi rating film berbasis analisis sentimen yang mendalam. 
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